Factor Analysis

True/False Questions

1. Factor analysis does not classify variables as dependent or independent.  

(True, 
2. A factor is an underlying dimension that explains the correlations among a set of variables. 
(True, 

3. The factors identified in factor analysis are overtly observed in the population.
(False,

4. Factors can be estimated so that their factor scores are not correlated and the first factor accounts for the highest variance in the data, the second factor the second highest and so on.
(True, 

5. The variables to be included in the factor analysis should be specified based on past research, theory, and the judgment of the researcher. 
(True, 

6. For the factor analysis to be appropriate, the variables must be correlated.
(True, 

7. The various methods of factor analysis are differentiated by the approach used to derive the weights or factor score coefficients.

(True, 

8. Percentage of variance accounted for, scree plot, and a priori determination are all procedures for determining the number of factors.

(True, 

9. When using eigenvalues to determine the number of factors, only factors with eigenvalues greater than .05 are retained.

(False,

10. Interpretation is facilitated by identifying the variables that have small loadings on the same factor.  

(False,

11. When selecting variables to serve as surrogate variables, you should look for the variable with the highest loading on a factor.

(True, 

Multiple Choice Questions 

27. Which method of analysis does not classify variables as dependent or independent?

a. regression analysis

b. discriminant analysis
c. analysis of variance 

d. factor analysis

(d, 

28. Factor analysis is a(n) _____ in that the entire set of interdependent relationships is examined. 

a. KMO measure of sampling adequacy

b. orthogonal procedure

c. interdependence technique 

d. varimax procedure

(c, 

31. Factor analysis can be used in which of the following circumstances?
a. To identify underlying dimensions, or factors, that explain the correlations among a set of variables.
b. To identify a new, smaller set of uncorrelated variables to replace the original set of correlated variables in subsequent multivariate analysis.
c. To identify a smaller set of salient variables from a larger set for use in subsequent multivariate analysis.
d. All are correct circumstances.

(d, 

32. _____ are simple correlations between the variables and the factors.

a. Factor scores 

b. Factor loadings

c. Correlation loadings

d. Both a and b are correct

(b, 

40. Factor analysis may not be appropriate in all of the following situations except: 

a. a small value for Barlett’s test of sphericity is found
b. small values of the KMO statistic are found
c. the variables are not correlated  

d. the variables are correlated

(d, 

45. A principal components analysis was run and the following eigenvalue results were obtained: 2.731, 2.218, .442, .341, .183, .085.  How many factors would you retain using the eigenvalues to determine the number of factors?

a. 1

b. 2

c. 4

d. 6

(b, 

46. _____ should be used when factors in the population are likely to be strongly correlated.

a. Orthogonal rotation

b. The varimax procedure

c. Oblique rotation

d. None of the above

(c, 
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