Median /i : Solution to F(z) = % (always exists)

gamma(k, 8) distribution (time of k' arrival)

p="kB, o= VkB, M(t)=(1—pt)*

Central Limit Theorem
RIS of size n from (almost) any distribution.

First, we standardize X

R R Wb
ﬁ i=1 i=1

The first 4 simple moments of each U; are:

E(U) = 0

BEY) = g
E[(X - p)?]

EU?) = o332
E[(X —p)']

EUY) = T oinz

This means that the corresponding MGF of Z is
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formula tells us that the MGF of Z has the following n — oo limit

t2

Mz(t) — exp (5>

The corresponding pdf is

_ 7 any real z
V2T Y

(yet to be proven).



First we verify that /27 is the proper normalizing constant, by evaluating
2, .2
z21{ + %
// exp (g) dz1dzy
whole plane 2

Introducing polar coordinates (a routine change of variables, whose Ja-
cobian equals to r - a must to understand). In the new coordinates, the same

integral becomes
27 0o 5
(/0 dﬂ) . (/0 exp <—7> r dr>

Z is so called standardized Normal, or A/(0,1).
‘General’ Normal RV
V=ocZ+up

Clearly, E (V) = u, Var(V) = o2. Notation: N (u, o).
To get the pdf of V, we substitute

in f(z), and further divide by o (since dz becomes @), getting
o

(v —p)?
fv) = - (\;Q—ﬁ) (dv)

Similarly, the MGF of V is

2t2
My(t) = ekt Mz (t — ot) = exp (07 Jr,dt)

This implies that, adding two independent, Normally distributed RVs from
N(pq,01) and N (g, 02), the sum is also Normally distributed with the mean
equal to p + p5 and the standard deviation of \/o% + o3.

The Central Limit Theorem can now be stated as follows

X~Np %)

or

Z X; ~ N(np,ov/n)
i=1

S0, to answer any probability question about these, we need to build the corre-
sponding pdf and integrate (no tables!).



When the distribution we sample is discrete, to compute the probability of

winning (in total) at least $13 can be answered by either
r (Z w; > 13) or Pr (Z W, > 12)
i=1 i=1

Which value do we use in our Normal approximation?

Introducing bivariate Normal distribution (first step to multivariate)
First, we need the concept of joint MGF of two RVs, say X and Y

M(tl,tz) =K (eth + th)

What should be immediately obvious is that M (t1,t2 = 0) yields (rather easily)
the (marginal) MGF of X. Also, differentiating M (t1,t2) w/r to t; yields

E (X X eth + tQY)

So, to get E (X), we have to set t; = t5 = 0. In general

O3 M (t1,t2)
2 o ’
B = TGt |,

This means that, when Taylor-expanding M (¢, t2), one gets

1+ umtl +pyt2 +B(X?) 5 + B (YZ) LB (X -Y)tito +

12t
B (x%) 4 a3 +E(X2y) TR

Bivariate version of CLT
Consider a RIS of size n from a bivariate distribution (X is # of spades and

Y # of diamonds when dealing 7 cards). We already know that both
X - Y -
Z1 = 07% and Z2 = T My
L Y
Vvn vn
have, to a good approximation, A(0,1) distribution, when n is large

question is: what is their joint (bivariate) distribution?
And again, this can be settled only at the level of the corresponding joint

The

MGF - let’s try to build it:
1 # 1t »p "
—+—- =4 =1t
( TR Ty T 3/2*)
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n
whose n — oo limit is ) )
P 2



And, as before, what now is the corresponding bivariate pdf? Answer:

o 72% +22 —2p 2120
Foss ) = P 2(1 — p?)
7 2m4/1 — p?

Let’s verify having the correct normalizing constant:

o'} 2 o 2
z7 25 — 2pz122
—_— ——=——— = |dz|d
[m P < 2(1 - p2)> |:/oo P < 2(1 - p2) ) 22:| “
By subtracting and adding p?2% to the 1°* and 2°¢ denominator (respectively),
we get 1/2m(1 — p?) for the dzs integral and /27 for the dz; integral (check).

all plane

We already know the two marginals (easy), how about a conditional pdf, say
of Z5 given that Z; has been observed to have the value of z;.

24,2 2
itz —2pziz zy
o ( 2(1 —p?) ) o ( 2 >

2m/1 — p? . Ver

2 _ o 2,2 - 2
exp(zz 02122+PZ1> exp<(22 le))

2(1 — p?) 2(1 —p?)

V2 /1 = p? Va1

All we need to do now is to identify the answer as N'(p z1,/1 — p?).

To define ‘general’ bivariate Normal, we linearly transform each Z; and Zs,
thus

U = 0’1Z1+,u1
vV = 02Z2+M2

denoting the new distribution N(uy, f15, 01,02, p). Note that the correlation
coefficient between U and V stays the same p !

We know what the two (of U and V') marginals are, how about the con-
ditional distribution of V given that U = u ? Well, this is the conditional
distribution of o272 + 5 given that 0121 + p; = u. We already know that the

— My

u
conditional distribution of Z5 given that Z; = —— is
g1

u—p
N<p~ o L 1p2>

so, the conditional distribution of 0925 + 5 is then

.
N
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