F(o.) = (@ + 47 exp(— — 2) 0<w<y
/ f(z,y)d 2x + 4z 4+ 1) exp(—3x)
J}fg)) 147 (y? + 2) exp(4 — 2y) y > 2

o 3
px = /0 v fxe)de = 2

ox = \//Oo(gcux)2 - fx(z) de = 0.5033
0

py = /Owy/oyf(x,y)dx dy

Cov(z,y) = /0 Ty /0 "(@ — ) fla,y)de dy = 0.1653

x>0

r = —Inv
de| 1
dv| v
27 9 9
fv(v) = 2—5(2(1n'u) +4Inv+1)v 0<v<l

1 2—z
/ / f(z,y)dy dx = 0.5067
o Jo
u/2
/ / f(z,y)dy dx

fu(u) = Lo

8(u+1) exp(—2u) + 27u2+12652u+108 eXp(—%u)

u >0



0 T < —1
ITH —1<x<0
f(ZE) 3 0<z<l1
e 1<z<2
0 2<zx

It looks like this:

&g 1 2 3
(a)
0 < —1
(e£1)? —1<2<0
F(z)={ £+3 0<z<1
2
1 &2k 1<z<2
1 2<x
(b)
0 1 2 1
uwo= / x ledx—i—/ dx + x Q;QIdx:—
—1 0 1
0 1, 2 9
E(Xz) = / - ledx—l—/ %dw—l—/ z? 2;2xdx:—
~1 0 1 3
o = \/3—31=1/35=06455
(c) It is obvious that F(0) = 4, F(3) = 1 and F(1) = 2 which imply
thatﬁ:%and&:%:%.
(d)
F(0.65) = %5 + 1 = 0.5750
(e) Since X has, approximately, the N (ji, 2f(ﬁ1)\/5_1) = N(3, \/%) distri-
bution

0.65 )
Pr(X < 0.65) ~ ./%/ exp(— E=L2750) g5 — ().8580
(f) Similarly, since X has, approximately, the N'(p, \/;‘5—1) distribution

0.65 ~
Pr(X < 0.65) =~ /525 / exp(—E=L2750) 45 — 0.9515
—00




2

~ 8atexp(—%)

)= ——""-2= x>0
(a) Since
i) _ 5 2
00> 20 ¢°
and - .
E (X?) :/ 2 f(x)dx = =6
0 2
2
RCV = 2w
on
(b) Since
n n 2 n
N opgn & _ 2ui=1 i _on
Z;lnf(xl) =nln o= 7 +4;1nx1 5 In6

S, X7 is a sufficient statistic for estimating 6.

(c) Since (as we already know)
Yy X2 2y _ 2
B(R=X) —B(x2) =20

. . oy X2 . .
it is obvious that —ZERJ— is an unbiased estimator of 6.

5
(d) Since
E(X*) = /OO o f(x)de = §92
O 4
ie.
10

2
1 0

Var(X?) =
which further implies that

— 2\? 10 26°
2y2y— (Z2) . 2p2 - 2
Var(zX?) (5) 4n9 En

making the previous estimator 100% efficient.
4. We are given puxy =26, ox =4.1, uy = —-3.7, 0y =1.1 and p = —0.79 .
(a)
2ux —3py = 63.10
V220% + (=3)%0% +2-2- (-Boxoyp = 1099




2-3Var(z) +2 - (—2)Cov(X,Y) 4 (=3) - 3Cov(X,Y) + (=3) - (—=2)Var(Y)

= 60% — lloxoyp+ 603 = 154.4

V= / exp (— 5450 ) do = 0.4037

(d) The conditional distribution of X is Normal with

()

Lxy = ux +pox - =22 = 23,6444
oy = ox-(1-p°)= 6 31888

The answer is:

[o— / exp ( "X‘Y ) dz = 0.09095
XYy 27

flx) = 12z(1 —x)? 0<z<l1

5. We know that

i
2
I

T
/ f(uw)du = 3z* — 82 + 622 0<z<l1
0

(a) Using formulas for the expected value and variance of beta distribu-
tion, we get

2
2+3 5
1
15

2-3
= = 0.06667
\/(2+3)2(2+3+1)~9

(the variance of the sample mean had to be further divided by n = 9).
(b)

4|9'4' 1x'F(x)4 (1*F(x))4f(x) = 0.3885028

\/4'9_'4' / (o= 0388502902 - Fla)t (1— F@)' f) = 009075

(¢) This happens iff all observations are bigger than 0.1; answer:

(1—F(0.1))" = 0.9477° = 0.6166



(d) Based on the joint PDF of the smallest and biggest observation, we
get

1 —0.7
v 8/0.7/0y (F(y) - F(2))" f()f(y) dz dy = 0.1747

This is the region over which we have to integrate

l HHlI
08
06

04

0 02 04 0.6 0.8 1

6. We are given A\ = 17.3 arrivals per hour.
(a) Since A, = A-0.5 =8.75, we get

9 A
1—exp(—Aq) Y —2 = 0.3666
i=0
(b) This is the same as getting fewer than 3 arrivals during the next 15
minutes. So now Ay = A -0.25 = 4.375, and the answer is

2 A
exp(—Ap) Y % =0.1942

=0

(c) Since the average inter-arrival times are equal to % hours, the ex-
pected time of the third arrival (from ‘now’) is

; .60 = 10.4046 minutes

This translates to 9:40:24.
Similarly, the corresponding standard deviation is

. % -60 = 6.0071 minutes
A

i.e. 6 minutes and 0.4 seconds.



7. This time we know that ;= 12.4, 0 = 3.7 and n = 32.

(a)
13
. / exp (— 542 ) do = 0.55010

(b)

Pr(35 < s<4)=Pr({n=l3s o o o (ol 4

Pr(27.7392 < x3; < 36.2308)

36.2308 81 u
27.7392 Y * exp(—g) du

F(%) 2%

= 0.39695

(c) Since X and s are independent RVs, all we have to do is to multiply
the previous two answers, getting

0.55010 - 0.39695 = 0.2184

(d)
RS < 120 (350 < F) - b <)
L(2) -2 _s2
= TEvar | (14 £)~% dy = 0.08363
) 1 exp(—3)
¥ exp(—3§
= >0
f(@) 246° v
(a) Since
PInf(x) 5 2X
06° RS
and N
E<X)=/ z- f(z)de =50
0
92
RCV =
(b)

; o0 62 9
i=1
implies that the MLE of 6 is

Z?:l Xi
5n

i: Oln f(xz;) Y, _on -0



(c) Since the expected value of X is 50 (as we already know), this esti-
mator is fully unbiased. Computing

E(X?) = /Ooo 2% f(z)dx = 306°

results in Var(X) = 502, which further implies that

YrX 7Var(X)79_2
Var( 5n >7 25n  5n

This agrees with CRV’; the estimator is thus 100% efficient.



